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Abstract

I use a multi-country general equilibrium trade model to illustrate how asymmetric
relations between countries induce dependence of bilateral exchange rates on third-
country fundamentals. I discuss the implications of asymmetry for standard empirical
tests of bilateral models of equilibrium exchange rate determination. I demonstrate
that third-country effects are present in real exchange rates from a sample of 25 OECD
countries. I show that controlling for third-country fundamentals substantially im-
proves the in-sample fit of a fundamentals-based empirical model of real exchange rates
for these countries. At short horizons, it reduces the bias of out-of-sample forecasts of
real exchange rates and also reduces the variance of out-of-sample forecast error.
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1 Introduction

The empirical literature on testing equilibrium models of real and nominal exchange rate
determination is vast. The conclusions of this literature have not materially changed since
Frankel and Rose wrote in 1995: “We, like much of the profession, are doubtful of the
value of further time-series modelling of exchange rates at high or medium frequencies using

macroecomomic models.” This paper takes the view that progress can still be made in the
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empirical modelling of exchange rate behavior by moving beyond the equilibrium models of
the 1970s.

The first part of the paper uses a multi-country general equilibrium trade model to illus-
trate how asymmetric relations between countries induce dependence of bilateral exchange
rates on third-country fundamentals. In this model, when trade in goods is costless, bilateral
exchange rates (both real and nominal) depend on bilateral fundamentals alone, even when
there is asymmetry in country size and bilateral distance. However when trade is costly,
asymmetric trade relations and consumption patterns are induced, and bilateral real and
nominal exchange rates depend on fundamentals in all countries. Simulations of a three-
country version of the model indicate that the importance of third-country effects depends
on the degree of asymmetry across countries. I discuss the implications of asymmetry for
empirical tests of exchange rate determination, and argue that the standard bilateral ap-
proach may lead to inappropriate testing procedures. I argue further that third-country
effects could potentially explain a number of features of previous empirical results, such as
sensitivity to the choice of numeraire country that have not so far been well understood.

The second part of the paper uses annual data on 25 OECD countries to examine the
extent to which third-country effects matter in the data. There are 300 bilateral exchange
rates in the sample. In a clear majority of these cases, the productivity of third countries
within the sample can explain a significant proportion of the residual variance in real ex-
change rates after bilateral productivity has been controlled for. This is true both in levels
and in differences. This is clear evidence that the interdependence issue should be taken
seriously in testing fundamentals-based models of equilibrium exchange rate determination.

The third part of the paper investigates whether taking interdependence into account
can mitigate the puzzle referred to by Frankel and Rose: that fundamentals cannot explain
or predict the medium-frequency behavior of exchange rates. I focus on real exchange rates.
I do not find strong statistical evidence of an equilibrium long-run relationship between real
exchange rates and productivity (as predicted by the model), whether or not third-country
effects are controlled for. However, for certain pairs of countries where there is a good deal
of asymmetry present, there is strong evidence that third-country fundamentals belong in
any fundamentals-based model of real exchange rates. Additionally, adding third-country
fundamentals to the standard bilateral model can improve forecasts of real exchange rates

both in-sample and out of sample. In-sample, while the bilateral model is beaten by a



random walk in 91% of the 300 cases investigated, in 51% of cases the model augmented to
include third-country fundamentals can beat a random walk. At short horizons, controlling
for third-country fundamentals systematically reduces the bias and forecast error variance
of out-of-sample forecasts.

I conclude that asymmetric interdependence does not explain the many outstanding
exchange rate puzzles. But there is strong evidence that it matters for exchange rate deter-
mination, and that it should be taken into account in estimating long-run relationships and

in forecasting.

2 A trade model of exchange rate determination

This section presents a multi-country model, where production of goods is specialized due
to a desire for variety and increasing returns in production. Equilibrium exchange rates are
tied down by trade in goods. First, the case with costless trade is analyzed. In this case,
irrespective of asymmetry in size, productivity and bilateral distance, trade and consumption
are perfectly symmetric: the share of country i’s trade accounted for by country j is the same
as the share of country k’s trade accounted for by country j for all 7, j and k. This model
is similar to that used by Anderson and van Wincoop (2003a) to investigate trade between
multiple countries in general equilibrium. It is also related to the model presented by Eaton

and Kortum (2002).

2.1 Costless trade

There are N countries, indexed ¢ = 1,..., N. No restrictions are placed on the distribution
of country size or bilateral distances between countries. World labor supply is normalized to
one, and country ¢ has share s; of the world labor force. Each country produces a number of
varieties of a traded aggregate consumption good.! There is a potentially infinite number of
varieties. Because of fixed costs of production of individual varieties, each country specializes
in the production of a distinct set of traded goods, the number of which is endogenously
determined.

I. Consumers

!The model is easily generalized to include a non-traded good, where preferences over the traded and
non-traded goods are Cobb-Douglas.



Preferences are identical in each country. They are of the Dixit-Stiglitz form with elasticity of
substitution 7). Varieties are indexed by = and C (z), is consumption of variety = in country
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Given these preferences, demands for individual traded goods take the constant price-
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elasticity form

II. Producers
Labor is the only factor of production. Within country ¢, TFP is the same across all varieties.
Country ¢ produces v; varieties, where the number of varieties is determined endogenously.
Production functions have a fixed cost component in terms of labor (i.e. the fixed cost will

not go to zero as productivity grows):
—a] (4)

Producers maximize profits. They ignore the externalities from individual firm behavior on
the overall price level. Given the constant-elasticity form of demand, this results in price

being set equal to a constant markup over marginal cost.
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Together with pricing behavior, this implies the following relationship between output of



each variety and productivity:
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In equilibrium, a country with traded-sector labor force s; will then produce v; traded vari-

eties, where
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III. Law of one price
The law of one price holds for all varieties:

P(x), =

)
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and since preferences are identical, Purchasing Power Parity holds for the consumption
aggregate:
P, = Ei; P; (10)

IV. Internal market clearing

Labor markets are integrated and perfectly competitive so wages are the same in all sectors
W(z), =W (2, =W, (11)

and the labor market clears

ZZL(x)l = (12)

This is a static non-stochastic model, so it is natural to assume that each country has
a balanced current account, i.e. the value of goods produced is equal to the value of goods

consumed

PO = Wis =3 P(@),Y (2), (13)

V. Money
In this one-period world, money is introduced by assuming a cash-in-advance constraint.

Goods for consumption can only be purchased domestically, using domestic currency:



V. Equilibrium
Market clearing for each individual traded good requires that the amount produced of variety

x equals total world demand for that variety:
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Substituting in for the firm first order condition and rearranging yields a first relationship
between wages, traded sector productivity, and the price of the traded aggregate:
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This holds for all countries, so it also holds for country j:
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Hence, for all countries 7 and j relative wages depend on relative traded sector productivity,
with an elasticity that depends on the elasticity of demand for a country’s traded output:
n—1
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Since PPP holds, the relative price level or real exchange rate between country ¢ and country

7 is equal to 1.
Using (13) and the cash-in-advance constraint (14), it is possible to solve for the nominal

exchange rate:
n
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Nominal exchange rates depend on size-adjusted relative money supplies and on relative
traded-sector productivity between country 7 and j.

Finally, the share of country j in i’s total trade is given by

T Y.
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That is, the share of country j in ¢’s total trade is the same as the share of country j in k’s
total trade. Trade relations betwen countries are symmetric. Consumption patterns are also
symmetric: the share of country j in country ¢’s consumption is given by
Cyj Y
= ——
Ci Zkfl Y

(21)

2.2 Trade costs and interdependence

Now, per unit trade costs are introduced.

I. Trade cost
There is an iceberg cost of trade, assumed to be increasing in the distance between countries.
When this cost is non-zero, the prices of identical goods differ across countries. Different
countries end up consuming different baskets of goods, because they face different relative
prices. They will tend to trade more with countries that are closer to them. If good z is
produced in country i, then the relationship between the price of the good in country ¢ and

any other country j is given by:
(1+d};) P(z); = E;P (x), (22)

where d;; is the distance between country ¢ and country j, and 7 is the elasticity of trade
costs with respect to distance. The distance between a country and itself is always equal to
zero, while the distance between any pair of countries is always greater than zero.

I1. Consumers
The iceberg trade cost does not affect the consumer’s problem. (1) to (3) hold as in the case
without trade costs.

III. Producers
Trade costs result in relative prices for varieties differing across countries. However because
of the iceberg form of the trade cost and the CES form of demand, the producer’s problem is
identical to the case without trade costs. (4) to (8) hold as in the case without trade costs.

IV. Internal market clearing and money
(11) to (14) hold as in the case without trade costs.

V1. Equilibrium

When it comes to market clearing for each individual traded variety, the fact that some



amount of each variety “melts” must be taken into account. The physical quantity that is
exported from the producer country is larger than the total physical quantity imported by

all importing countries. The market clearing condition for variety x produced in country ¢ is
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Substituting in for the firm first order condition, rearranging and making use of transitivity of
exchange rates yields an equilibrium relationship between wages, traded sector productivity,

and the price of the traded aggregate for country j:
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Substitution into the traded price index yields a second equilibrium relationship beween

wages, traded sector productivity and the price of the traded aggregate for country j
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Using the triangular relationship between exchange rates and substituting (25) into (24)

yields a system of equations the solution to which is the vector of relative wages:
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(26) cannot be solved for relative wages in closed form. However, it is clear that if there is
asymmetry in bilateral distance, size or productivity, the relative wage between any given
pair of countries depends not only on traded sector productivity in that pair of countries,

but also on productivity in other countries. The real exchange rate is given by substituting



the solution to (26) into (25), with the result that in general,
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Asymmetric interdependence also has implications for nominal exchange rate determina-

tion. Appropriate substitution into (26) yields:
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The solution to this system determines the vector of equilibrium nominal exchange rates.
Again, there is no closed-form solution in general. However two points are clear. First,
there is a one-for-one relationship between nominal exchange rates and the money supply,
just as in the standard case. Second, the nominal exchange rate between any given pair of
countries depends on productivity not just in that pair of countries, but in third countries
also, analogous to the case for real exchange rates.

This interdependence is related to the asymmetry of trade and consumption patterns.

The share of country j in ¢’s total trade is given by
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where the ratios in brackets are given by the solution to (26) and (25). In general, the
share of country j in ¢’s total trade will differ from the share of country j in k’s total trade.

Similarly, the share of country j in i’s consumption is given by
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Again, in general, the share of country j in ¢’s consumption will differ from the share of
country j in k’s consumption.

This asymmetry means that changes in fundamentals in third countries need not cancel
out in their effect on exchange rates between a given pair of countries. Changes in produc-
tivity in a country that is “close” to one member of the pair, but not to the other will affect
prices differentially in the two countries, and hence affect exchange rates between them. This
phenomenon is related to the phenomenon of “multilateral resistance” in Anderson and van
Wincoop (2003a), where bilateral trade between a pair of countries ¢ and j depends not only
on bilateral variables, but also on the opportunities faced by countries ¢ and j to trade more
easily and cheaply with third countries that may be closer to one of the pair than the other.

The next section uses a simulated version of the model to investigate the role of asymmetry.

3 Simulation evidence on third-country effects

To build intuition for the properties of third-country effects, the case of real exchange rates in
a three-country world is considered in detail. Asymmetry driven by differences in bilateral
distances and asymmetry driven by differences in size are considered separately. In the
presence of such asymmetry, the elasticity of real exchange rates with respect to bilateral
and third-country fundamentals must be calculated numerically. Values must be chosen for
two parameters in order to perform this exercise: 7 (the elasticity of substitution between
goods in demand) and v (the elasticity of trade cost with respect to distance). In their
survey of trade costs, Anderson and van Wincoop (2003b) suggest baseline values for 7 in
the range 5 to 10, and a baseline of 0.3 for «. Additionally, higher values of + are considered
here. Values of ) outside the suggested range are also considered, as values within that range
yield small trade shares in GDP, and imply counterfactually small variation in price levels
across countries.

To investigate first the effects of asymmetry in distance, consider the case where countries
1,2 and 3 are of equal size and have equal productivity, but 1 and 2 are “close” to each other
and country 3 is “far” from 1 and 2 (see Figure 1). Initially, di3 = ds3 = 2d;5. Table la
reports for several parameter combinations the elasticity of 1 / p, with respect to productivity
in country 1 (A;). It also reports the elasticity of ©2/p, with respect to A;. Also reported

are country 1’s share of country 2’s trade, and country 1’s share of country 2’s consumption.
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Note that the cases considered are fundamentally asymmetric: 1 and 2 are identical; 3 is
different. The symmetric case of the elasticity of 72/p, with respect to Az is not reported,
since it is obviously equal to zero. Table 1b reports the same statistics for the case where
d13 = da3 = 10d2.

Under zero trade costs, the elasticity of bilateral real exchange rates with respect to
bilateral productivity is zero, as the real exchange rate always equals one. Similarly, the
elasticity of bilateral real exchange rates with respect to third-country productivity is zero.
And with zero trade costs, trade and consumption are perfectly symmetric, so country 1’s
share of country 2’s trade is exactly equal to country 3’s share of country 2’s trade, i.e. 1/,
and the corresponding consumption shares are ! /3. However when trade costs are non-zero,
the picture is very different. The elasticity of real exchange rates with respect to bilateral
productivity is negative. Trade costs induce home bias in consumption, so when domestic
productivity increases, the domestic price level falls relative to the foreign price level. The
elasticity of real exchange rates with respect to third-country productivity is non-zero. Prices
fall in the country that is “close” to the productivity improvement relative to prices in the
country that is “far”. The absolute value of both elasticities is increasing in the importance
of trade costs as measured by . When ~ is small, trade costs are insensitive to distance,
dampening the asymmetry in bilateral distances. when ~ is large, trade costs increase close
to proportionately with distance, there is stronger asymmetry in trade shares.

The relationship between both elasticities and the elasticity of substitution between goods
71 is non-linear. In particular, consider the elasticity of relative prices with respect to third-
country productivity. When the elasticity of substitution is close to 1, there is a very strong
desire to consume the varieties produced in all countries, so consumers in 2 and 3 are rel-
atively symmetric in their consumption of the varieties produced in 1, even though these
varieties are much more costly in 3 than in 2. As a result, productivity changes in 1 affect
the price level in 2 and 3 symmetrically. Increasing n reduces the desire to consume a varied
basket, and has two effects which go in opposite directions. First, it increases the share of
country 1 in country 2’s trade (country 3’s trade is symmetric between 1 and 2, since 1 and
2 are identical). Second, it reduces the share of foreign-produced varieties in country 2’s
consumption basket (i.e. home bias increases). Initially, the first effect dominates, and the
elasticity of 2 /p, with respect to A; increases in absolute value. However at the upper end

of the proposed range for 7, trade as a share of 2’s GDP is small, and changes in productivity
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in 1 have little effect on prices in 2 and 3.

The effect of asymmetry in size on relative price elasticities is investigated by letting
d13 = dsz = d12, but assuming that the labor force in 3 is twice as big as the labor force in 1
and 2: 2s; = 2s9 = s3. This implies that twice as many varieties will be produced in 3 as in
1 or 2. The relevant statistics are reported in Table 1c. Table 1d reports the statistic for the
case where 10s; = 10sy = s3. For a given value of bilateral distance between all countries,
the statistics are invariant to 7. Otherwise, the effects of asymmetry are much as in the case
of distance-induced asymmetry. The elasticity of ©1/p, with respect to A; is negative. The
elasticity of 2 /p, with respect to A; is also negative. Both depend nonlinearly on 7.

Comparing Table 1a with Table 1b, and Table 1c with Table 1d, it is clear that the
absolute value of the elasticity of relative prices with respect to both bilateral and third-
country productivity is increasing in the degree of asymmetry, as measured either by distance
or size. The actual degree of variation in bilateral distance and relative size in the data is
substantially greater than that considered here. It is also likely that the asymmetry of the
real world is stronger than can be captured by a model based on CES preferences and per-unit
trade costs. Hence, although the elasticities of relative prices with respect to third-country
fundamentals reported here may seem small in absolute value, it is likely that in practice,

third-country effects are important for asymmetric bilateral pairs.

3.1 Implications for empirical work

The intuition that asymmetry can induce dependence of real exchange rates on third-country
fundamentals can easily be tested using linear methods, where log exchange rates are ex-
pressed as a linear function of log fundamentals. This approach has the advantage of trans-
parency and direct comparability with the existing empirical literature. Before proceeding
to investigate the empirical importance of third-country effects, it is worthwhile to consider
how, if they are present, they should affect the way in which theoretical models of exchange
rate behavior are tested.

First, and most importantly, if bilateral exchange rates depend on third-country fun-
damentals in addition to bilateral fundamentals, and they are not controlled for, omitted
variable bias may contaminate the estimates of the parameters of interest. Productivity is
correlated across countries, making such a bias highly likely for asymmetric pairs of countries

(see below for evidence on this). Second, a standard procedure in the literature is to choose
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a numeraire country, usually the US, and to examine only bilateral exchange rates relative to
that country. The simulation demonstrates that if the degree of asymmetry differs across bi-
lateral pairs, omitted variable bias will also differ across bilateral pairs. Choosing a different
numeraire country will result in a different pattern of asymmetry across pairs. This means
that the results are likely to be dependent on the choice of numeraire country. Another
standard procedure is to impose symmetry on the coefficients on bilateral fundamentals, i.e.
to impose that the coefficients are equal and opposite in sign. Under asymmetric interdepen-
dence, this restriction will be rejected, as asymmetric relations in general equilibrium will
induce asymmetry in a log-linear approximation to the true relationship.

Fourth, a panel approach is sometimes taken to the estimation of the relationship between
exchange rates and fundamentals. Under asymmetry, the restriction that the coefficients on
bilateral fundamentals are the same across bilateral pairs will in general be rejected. Further,
omitted variable bias should be a major concern, as the set of independent variables for
bilateral pair 75 will in be correlated with the error term for pair ¢k, since fundamentals
for j determine the exchange rate between ¢ and j but are omitted from that observation,
inducing a correlation between the independent variables and the error term. This problem
goes beyond the cross-sectional dependence induced by the use of a common numeraire.?

Finally, it is standard to test restrictions on the coefficients on bilateral fundamentals
that are derived from a two-country model. For example, it is common to test, or for
some purposes impose, the restriction that the coefficient on relative output in an equation
explaining nominal exchange rates is equal to -1. In simulations of the model (not presented
here), it can be shown that with a moderate amount of asymmetry induced by trade costs,

imposing this restriction in a log-linear reduced form would result in a very poor fit.

4 Third-country dependence in the data

Testing for the existence of third-country dependence requires comparable data on a wide
cross-section of countries. This effectively dictates the use of annual data rather than data at
quarterly or higher frequency, since long series of quarterly data on output and productivity
are available for very few countries. In testing the importance of third-country fundamentals

in exchange rate determination, I focus on real exchange rates. This requires data on real

2This problem is identified by O’Connell (1998).
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exchange rates and productivity.® The measure of real exchange rates used is the absorbtion
PPP from the Penn World Tables 6.1. The sample includes 25 OECD countries from 1953
to 2001 (the countries are listed in Table 5). Output per worker valued at purchasing
power parity for these countries and these years also comes from the Penn World Tables
6.1. Aggregate labor productivity is not broken out into traded and non-traded sector
productivity. The reasons are as follows: The definition of what is traded and what is
non-traded changes over time. Further, calculating productivity in the non-traded sector is
particularly difficult, as output itself in non-traded sectors such as government is hard to
measure. Finally, evidence in Fitzgerald (2003) suggests that even with careful measurement,
using traded and non-traded sector productivity separately may not substantially improve
the fit of productivity models of real exchange rates.

First, the degree of collinearity in productivity across countries is investigated. A stan-
dard measure of the degree of multicollinearity in a set of variables X is the condition number
of the matrix X’X.* The condition number is the square root of the ratio of the largest to
the smallest eigenvalue of the matrix X’ X. A value greater than 20 indicates linear depen-
dence among the columns of X. The condition number for the matrix A’A, where column
a; of A is log productivity for country ¢ is 5759, indicating substantial linear dependence in
levels. The condition number for the same data first differenced is 24, which is evidence, if
less strong, of linear dependence. Table 2 illustrates further the importance of collinearity in
productivity. It reports for each country the R? from regressing that country’s productivity
on the productivity of all the other countries in the sample, both in levels and in differences.
In all cases, the R? is greater than 0.98. This evidence suggests that if real exchange rates
do indeed depend on third-country productivity, omission of third-country productivity from
the standard bilateral model is likely to lead to substantial omitted variable bias.

Second, the dependence of real exchange rates on third-country fundamentals is investi-
gated by testing whether real exchange rates are correlated with third-country productivity

once bilateral productivity has been controlled for. This is implemented by estimating

In 7’2']'715 = 50 + ﬁz In Ai,t + 5] In Aj7t + Bk In Ak’t + Eijk’t (30)

3In the flexible-price model presented here, real exchange rates do not depend on monetary variables.
With sticky prices, this need not be the case.
4See Greene (1997)
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for each triple i, j, k, and performing an F-test of the hypothesis that 5, = 0. Table 3
reports for each pair i and j the number of countries k& for which the null hypothesis that
B = 0 cannot be rejected at the 5% level. Table 4 reports the same results for (30) estimated
in differences. For most bilateral pairs, the null cannot be rejected for a large number of
third countries. This indicates that even after controlling for bilateral productivity, there
is a significant degree of correlation between bilateral real exchange rates and third-country
productivity. This is strong evidence that third-country fundamentals may be part of the

story in explaining real exchange rates.

4.1 Selection of “partner countries”

One disadvantage of the log-linear empirical approach is that degrees of freedom constraints
require that the number of potential “third countries” included in an estimating equation
such as (30) not exceed the number of time periods, less 3. Further, even where a linear model
can be estimated, there is likely to be overfitting if fundamentals for a very large number
of countries are included as independent variables. There are two possible approaches to
this problem, model-based and statistical. One possible statistical approach is suggested
by Stock and Watson (1999). They propose a dynamic factor approach to the problem
of forecasting inflation using many time series. However the principal components or factor
analysis approach assumes that the variable to be forecasted does not depend on idiosyncratic
variation in the predictor variables. This is at odds with the intuition that under asymmetry,
exchange rates may depend on the fundamentals of particular third countries - not merely on
the common variation in the fundamentals of all third countries. The model-based approach
is preferred here, as testing the central intuition of the model is the purpose of the exercise.

Although in the model presented, bilateral exchange rates between country ¢ and country
7 depend on fundamentals in all countries, it should by now be clear that this does not
mean, for example, that the real exchange rate between the US and Japan should be highly
correlated with fundamentals in Turkey. If trade with country k is a small fraction of the
GDP of both i and j, it is likely that fundamentals in country k can safely be ignored when
estimating an empirical model of bilateral exchange rates between ¢ and j. Further, if both ¢
and j have roughly the same propensity to trade with country k, i.e., there is symmetry in the
relations between ¢ and k and j and k, the correlation between fundamentals in country k and

bilateral exchange rates between ¢ and j is likely to be low. This suggests that the relevant
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“partner countries” for each bilateral pair ¢ and j can be selected from those countries which
trade a lot with ¢ or j. In order to implement this model-based selection criterion, bilateral
trade data for 1980 to 1992 from the United Nations (as assembled by Statistics Canada
and made available by Robert Feenstra) are used to calculate bilateral trade as a share of
GDP for all of the country-pairs in the 25 OECD countries in the sample described above.
An arbitrary cutoff is chosen: if bilateral trade between ¢ and k is greater than or equal to
5% of i’s GDP, k is labelled a potential “partner country” for country i. These partners are
reported in Table 5. This cutoff level has the advantage that for only one of the countries
in the sample is there a potential partner that is not included in the sample (the criterion

selects the USSR/ Russia as a partner for Finland).

5 Asymmetry and the puzzle: Long-run tests

With a set of potentially important third countries in hand, the effect of controlling for
third-country fundamentals on the puzzle that fundamentals cannot explain or predict real
exchange rates can be investigated. In this section, the effect on tests for the existence of long-
run equilibrium relationships between real exchange rates and productivity is examined. The
next section investigates the effect on the ability of fundamentals to forecast real exchange
rates.

Using conventional single-equation methods, very little evidence has been found to reject
the null hypothesis that exchange rates, real and nominal, are a random walk. Researchers
using panel methods claim somewhat stronger evidence in favor of mean reversion. However
the panel unit root tests used to this date are not robust to the form of interdependence
suggested by the model. Similarly, the strongest evidence of a long-run relationship between
real exchange rates and productivity comes from panel cointegration tests, which are subject

to the same criticism.” The approach taken here is to use single-equation methods.

5.1 Unit root tests

The unit root test used is the DF-GLS test of Elliot, Rothenberg and Stock (1996), with

critical values taken from ERS. GLS detrending is carried out under the assumption of a

5See Banerjee, Marcellino and Osbat (2001), (2002) for more on this point.

16



constant and trend. Lag length is chosen using the MAIC criterion of Ng and Perron (2001).
This test is implemented for all 300 log bilateral real exchange rates between pairs chosen
from the 25 sample countries. Results are reported in Table 6. Test statistics in bold indicate
that the null hypothesis is rejected at the 5% level. Excluding rejections for Turkey (where
hyperinflation is an important source of identification), the null hypothesis is rejected in 13%
of cases. The test is also implemented for all 300 log bilateral relative productivities and all
25 log productivities. The results are reported in Table 7. For bilateral productivities, the
unit root null is rejected at the 5% level in 6% of cases, about what one would expect if the

test were properly sized. The same is true for individual productivity series.

5.2 Cointegration tests

For the remainder of this section, rejections of the unit root null for real exchange rates are
treated as type I errors. Single equation cointegration tests are implemented to investigate
whether there is stronger evidence of a long run relationship between bilateral real exchange
rates, bilateral productivity and third-country productivity than between bilateral real ex-
change rates and bilateral fundamentals alone. The cointegration test used is the ADF-GLS
test of Perron and Rodriguez (2001). Lag length is chosen using the MAIC criterion. First,
the test is implemented on bilateral real exchange rates and bilateral relative productivity
alone.

Inry, =B+ 8, InAi + B;In Ay + € (31)

The results of this test for all 300 bilateral pairs are reported in Table 8. The null hypothesis
of no cointegration can be rejected in 11% of cases. In some cases (e.g. Turkey) this rejection
seems to be correlated with rejection of the unit root null for real exchange rates. Second, the
test is implemented on bilateral real exchange rates, bilateral relative productivity and third-
country productivity, where the third countries are chosen using the model-based criterion

described in the previous section.

Inrye =By +B;InAis + 8;InAj; + Z Bije I Agt + €45t (32)

keEK;;

The results of this test for all bilateral pairs are reported in Table 9. The null of no cointe-

gration is rejected in only 6% of cases, about what one would expect if the test were correctly
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sized.% There is thus no evidence that third-country productivity is the “missing link” whose
omission can explain the failure to observe a long run relationship between real exchange
rates and bilateral fundamentals. A Monte Carlo experiment for a subset of bilateral pairs
(results available on request) suggests that this failure is not due to low power of the test

alone.

5.3 Estimated long-run relationships

Although the evidence in favor of cointegration is weak, for the subset of bilateral pairs,
the relationship between real exchange rates and bilateral productivity is estimated using a
number of methods, both excluding and including third-country productivity. The methods
used are simple OLS, OLS with Newey-West standard errors, OLS with the Prais-Winston
correction for AR(1) in the error term, dynamic OLS (DOLS) and OLS in first differences.
The results are reported in Table 10.

There are several points to note about these results. First, in four out of the six cases, re-
laxing the restriction that bilateral productivities enter with equal and opposite sign leads to
an appreciable increase in the explanatory power of OLS. In the case of the bilateral pairs US-
Germany and US-UK, this increase is very substantial. In these cases, an F-test of the equal
and opposite sign restriction is strongly rejected. Second, in three cases, Japan-Germany,
US-Germany and US-UK, controlling for third-country productivity leads to a significant
increase in explanatory power over and above the increase from relaxing the restriction on
bilateral productivity. In these cases, the restriction that the coefficients on third-country
productivity are zero is rejected at the 5% level. Third, there are significant changes in the
coefficients on bilateral productivity once third-country productivity is controlled for in OLS
and OLS with Newey-West standard errors in all cases except UK-Germany and US-Japan.
Fourth, in a number of bilateral pairs, there is systematic evidence across specifications of
significant coefficients on the productivity of certain third countries. For Japan-Germany,
US productivity enters significantly in all specifications. For UK-Japan, US productivity
enters significantly in all specifications except DOLS. For US-Japan, the coefficient on oil
is significantly different from zero both in levels and in first differences. Finally, there is

no clear evidence that the coefficient on bilateral productivity is the same across bilateral

6The results from repeating the exercise imposing that the coefficient on bilateral productivity be equal
and opposite in sign are roughly similar.
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pairs and across specifications. Taken together, all of this evidence suggests that omission
of third-country fundamentals from the standard bilateral model is an important misspeci-
fication. In particular, it is interesting to note that the effects are greatest for the bilateral
pairs US-Germany and US-UK, where asymmetries in openness, size and trade relations are
large, and smallest for the bilateral pairs UK-Germany and US-Japan, where asymmetries
are smallest. A related finding is Honohan and Lane (2003) who show that differences in
trade-weighted exchange rates play a substantial role in explaining inflation differentials in

Europe since EMU.

6 Asymmetry and the puzzle: Forecasting

This section investigates the effect of controlling for dependence on third-country fundamen-
tals on the ability of fundamentals to forecast real exchange rates.There are two approaches
to forecasting in the literature. The first is agnostic about the time-series properties of the
data. The second assumes that there is a long-run cointegrating relationship between ex-
change rates and fundamentals, and estimates the ability of deviations from the long-run
relationship to forecast movements in exchange rates. Since the evidence on the existence of
a long-run relationship between real exchange rates and aggregate productivity is so weak,
this approach is set aside. I investigate the ability of a simple model, augmented to include

third-country fundamentals to predict real exchange rates in-sample and out-of-sample.

6.1 In-sample forecasts

The conventional measure of in-sample forecast performance is the root mean squared error
(RMSE). This measure has the advantage that it can be used to compare models for which
a conventional R? cannot be calculated (e.g. a random walk without drift). It has the dis-
advantage that it does not penalize the addition of explanatory variables. When the RMSE
comes from the estimation of a model by OLS, the addition of explanatory variables cannot
increase the RMSE. It should also be noted (more on this later) that there is a potential
trade-off between bias and root mean squared error. In-sample, it is not possible to measure
bias. But it is possible that estimators with lower RMSE may produce systematically more

biased forecasts than estimators with higher RMSE.
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Table 11a reports the ratio of the RMSE from estimating the bilateral model
Inr, = Po+ B;InA; + Bj InAj; + €454 (33)
to the RMSE from a random walk model without drift
Inrij, =Inrg 1+ €54 (34)

Table 11b reports the ratio of the RMSE from estimating the bilateral model augmented
with third-country productivity

Irie = Bo+ B Aig + B;In Ay + ) BpIn Ay + ey (35)

keKij
to the RMSE from a random walk model. In only 9% of the 300 bilateral pairs considered
is the RMSE of the bilateral model lower than the RMSE of a random walk. However when
third-country fundamentals are added to the model, the fundamentals-based model has a
lower RMSE than a random walk in 51% of cases. In-sample, the third-country-augmented
model outperforms a random walk (if only barely) and does considerably better than the

bilateral model.

6.2 Out-of-sample forecasts

The usefulness of a forecast is usually judged by the extent to which it is biased (the average
size of the forecast error), and by the variance of the forecast error. So far, the literature
on exchange rates and fundamentals has not paid much attention to the issue of bias. It is
assumed that the bilateral fundamentals model is not badly misspecified, and hence bias is
not of interest. However this paper puts forward the hypothesis that the bilateral model is
misspecified: third-country fundamentals should also be included. Hence, the issue of bias is
of great interest. Analogous to the in-sample case, omitted independent variables (if they are
correlated with included independent variables) can lead to biased forecasts. However, there

is no clear prediction on whether omission of variables increases or decreases the variance
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of forecast error.” Accordingly, care should be taken in interpreting the effect of including
third-country fundamentals on the estimated variance of forecast error in what follows. An
increase in the variance of forecast error does not mean that third-country fundamentals do
not determine exchange rates. It means only that if the forecaster wants a forecast with
low variance, using third-country fundamentals as part of the information set may not be
optimal.

The method for calculating mean forecast error (bias) and the RMSE (variance) of fore-
casts is as follows. A model y; = z}0 + ¢; is estimated on a sub-period ¢t = 1,...,T}
of the total sample yielding estimate BTl of the parameter vector. The desired k-step
ahead forecasts are calculated using BTl and the realized values of the independent vari-
ables o .t U = T +kBT1. Then the sample for estimation is shifted forward one period
(t=2,...,To =T+ 1) and the procedure is repeated until the last k-step ahead forecast is
at the end of the sample. The mean forecast error is the mean of the errors yr, 1, — 27, +kBT
and the RMSE is the square root of the sum of squared errors. This approach is standard
in the literature. In this case, the mean percentage error: (yTSJrk —x, +kBTS> /YT, + is used
to report summary statistics on the bias of forecasts.

Mean error, mean percentage error and RMSE are calculated for the following three

models:

Inri;, = Inrge g +ei, (36)

ln Tijﬂg = 60 -+ Bz 111 Ai,t + 6j 111 Ajﬂg + 5ij,t (37)

Inrije = Bo+BimAy+BImAj+ > BipIn Ay + &35 (38)
keK;;

The period on which the initial forecast is based is 1953-1974. Statistics are calculated for 1-
year ahead, 2-year ahead and 5-year ahead forecast horizons. At each frequency, 22 forecasts
are calculated, before the end of the sample is reached. This exercise is repeated for all 300
bilateral pairs in the sample.

Table 12 reports some results for the out-of-sample forecasting exercise. Panel A reports

for each bilateral pair the ratio of the mean percentage error for the 1-year ahead forecast

"The sign of the effect on the RMSE of the forecast depends on the variances and covariances of the
included and omitted variables. Stock and Watosn (1999) find that including many forecasting variables
adversely affects the RMSE of inflation forecasts.
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calculated using (37) to the mean percentage error for the 1-year ahead forecast calculated
using (38). Panel B reports the ratio of the RMSE for (37) to the RMSE for (38), again
for the 1-year ahead forecast. Table 13 reports summary statistics for analogous tables
comparing different models at different forecast frequencies.

The first point to note about these results is that at short horizons, the predictions of
the bilateral model are biased relative to those of the model augmented with third-country
fundamentals. In 64% of bilateral pairs, the mean percentage error is higher for the bilateral
model than for (38), and the average ratio of these errors is large. This is exactly what
would be expected if omitted variable bias were a problem when third-country fundamentals
are excluded. At a l-year horizon, the variance of forecast error is roughly similar for (37)
and (38). That is, at short horizons, the augmented model performs unambiguously better
than the bilateral model. However at a 5-year forecasting horizon, on average, the bilateral
model is no more likely to be biased than the augmented model (though the average bias is
larger), and the variance of forecast error is smaller. As already noted, this does not mean
that third-country fundamentals are not determinants of real exchange rates. It means that
using third-country fundamentals to forecast real exchange rates using the approach taken
here may lead to forecasts which have a high variance of forecast error.

The second point to note about these results comes from examining the lower panel of
Table 12. This panel reports summary statistics for comparisons of (37) and a random walk
and (38) and a random walk. From this, it is evident that neither (37) or (38) can beat a
random walk in terms of bias or forecast error variance. At short horizons, the augmented
models do relatively better in terms of bias compared with the bilateral model. At long
horizons, the bilateral model does better than the augmented model.

To sum up, controlling for third-country fundamentals unambiguously improves the in-
sample forecast performance of a simple fundamentals model of real exchange rates. Out-of-
sample at short horizons, controlling for third country fundamentals improves the forecast
performance of the same model, particularly in terms of bias. At long horizons, there is no

clear advantage in controlling for third-country fundamentals.
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7 Conclusion

This paper uses a multi-country model where trade costs induce asymmetry in trade rela-
tions across countries to illustrate the point that under asymmetry, the simple relationship
betweeen bilateral exchange rates and bilateral fundamentals that is used as a baseline
throughout the empirical literature on exchange rates breaks down. Evidence that interde-
pendence of the type suggested by the model is in fact present in real exchange rate data
for a sample of 25 OECD countries is presented. Support for an equilibrium long-run re-
lationship between real exchange rates and fundamentals (aggregate productivity) in this
sample can at best be described as weak, whether or not third-country fundamentals are
included. Nevertheless, taking account of third-country fundamentals is shown to be par-
ticularly salient for cases where there is a good deal of asymmetry across the country-pair
in question. Controlling for third-country fundamentals is shown to unambiguously improve
on the in-sample forecast performance of a simple bilateral model of real exchange rates. At
short horizons, it also improves on out-of-sample performance. I conclude that asymmetric
interdependence does not explain the many outstanding exchange rate puzzles. But there is
strong evidence that it matters for exchange rate determination, and that it should be taken

into account in estimating long-run relationships and in forecasting.
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Figure 1: Asymmetry in distance
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Figure 2: Asymmetry in size
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Table 1a: Asymmetric distance I

d13 = d23 = 2'd12 and S1 =S8, =83

d13 = d23 = 2'd12 and $S1 =8, =83

d13 = d23 = 2'd12 and S1 =S8, =83

d13 = d23 = 2'd12 and S1 =S8, =83

Elasticity of P,/P; with respect to A

Elasticity of P,/P; with respect to A

1's share in 2's trade

1's share in 2's consumption

gamma\eta 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8
03[ -0.090 -0.182 -0.174  -0.123] -0.008 -0.010 -0.004  -0.001 0.512 0.550 0.605 0.682 0.298 0.172 0.057 0.008
0.6 -0.099 -0.197 -0.179 -0.124] -0.016  -0.019  -0.007  -0.001 0.525 0.605 0.711 0.832 0.303 0.178 0.058 0.008
09 -0.110 -0.211  -0.183  -0.124] -0.025 -0.028  -0.009  -0.001 0.538 0.661 0.805 0.925 0.308 0.182 0.058 0.008
no trade cost 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.500 0.500 0.500 0.500 0.333 0.333 0.333 0.333

Table 1b: Asymmetric distance II

d13 = d23 = 10.d12 and S =8, =383

d13 = d23 = 10.d12 and S| =8, =383

d13 = d23 = 10.d12 and S1 =8, =383

d13 = d23 = 10.d12 and S| =8, =383

Elasticity of P,/P; with respect to A,

Elasticity of P,/P; with respect to A,

1's share in 2's trade

1's share in 2's consumption

gamma\eta 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8
03| -0.113  -0.215 -0.184  -0.124] -0.028 -0.031  -0.009  -0.001 0.543 0.680 0.831 0.944 0.310 0.184 0.058 0.008
0.6 -0.152 -0.246 -0.188  -0.124] -0.061 -0.052 -0.012  -0.001 0.596 0.850 0.974 0.998 0.328 0.194 0.059 0.008
09| -0.193 -0.260 -0.188  -0.124] -0.097 -0.062 -0.012  -0.001 0.655 0.947 0.997 1.000 0.346 0.198 0.059 0.008
no trade cost 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.500 0.500 0.500 0.500 0.333 0.333 0.333 0.333

Table 1¢: Asymmetric size 1

d13 = d23 = dlZ and 2.51 = 2.52 =83

d13 = d23 = dlZ and 2.51 = 2.52 =83

d13 = d23 = dlZ and 2.51 = 2.52 =83

d13 = d23 = dlZ and 2.51 = 2.52 =83

Elasticity of P,/P; with respect to A,

Elasticity of P,/P; with respect to A,

1's share in 2's trade

1's share in 2's consumption

gammaeta 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8
no trade cost 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.333 0.333 0.333 0.333 0.250 0.250 0.250 0.250
trade cost -0.076  -0.157  -0.163  -0.122 -0.013 -0.014 -0.005 -0.001 0.343 0.370 0.391 0.399 0.227 0.143 0.053 0.008
Table 1d: Asymmetric size 11

d;z=dy;=d;, and 10.s; = 10.s, = s3 d;z=dy;=d;, and 10.s; = 10.s, = s3 d;z=dy;=d;, and 10.s; = 10.s, = s3 d;z=dy;=d;, and 10.s; = 10.s, = s3

Elasticity of P,/P; with respect to A, Elasticity of P,/P; with respect to A, 1's share in 2's trade 1's share in 2's consumption
gamma\eta 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8 1.5 3 5 8
no trade cost 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.091 0.091 0.091 0.091 0.083 0.083 0.083 0.083
trade cost -0.035  -0.081 -0.118  -0.115] -0.012  -0.014 -0.006  -0.001 0.102 0.128 0.146 0.153 0.081 0.067 0.037 0.007




Table 2: R-squared from regressing log productivity for one country on log productivity for all other countries

Country Aus Aut  Bel Can Dnk Fin Fra Ger Gre Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe Swi  Tur UK US

level 0.997 0.999 0.999 0.998 0.998 0.999 1.000 0.995 0.998 0.990 0.999 0.999 1.000 0.999 0.996 0.998 0.998 0.983 0.999 0.999 0.998 0.995 0.996 0.999 0.999
difference 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.999 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000 1.000




Table 3: Number of countries for which F-test does not reject inclusion in regression of bilateral exchange rates on bilateral productivity (Ievels)

Aus Dnk Fin Fra Ger  Grc Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe Swi  Tur UK UsS Avg
Aus 15
Aut 16 12
Bel 18 15 11
Can 16 16 12 13
Dnk 11 20 6 11 14
Fin 19 16 4 18 13 10
Fra 15 15 13 13 2 8 10
Ger 1 21 7 10 23 12 8 11
Gre 11 16 8 15 1 13 6 20 12
Ice 22 2 20 18 14 10 3 18 19 13
Irl 17 10 7 0 19 10 8 6 4 18 11
Ita 15 5 15 15 9 5 7 6 5 6 10 9
Jap 16 15 16 15 17 14 17 15 2 9 12 10 13
Kor 21 6 6 17 13 4 13 19 20 4 23 10 11 10
Mex 18 11 9 6 23 7 10 1 14 19 14 7 6 20 13
Nth 19 8 9 2 4 18 4 4 9 18 18 8 10 22 13 12
Nzl 3 21 20 11 22 6 20 7 19 11 10 15 20 6 11 6 13
Nor 15 1 11 4 14 1 5 5 20 5 2 2 13 2 22 16 18 10
Prt 20 13 16 20 18 14 5 7 13 8 17 5 16 11 9 17 14 15 14
Spa 18 13 4 18 21 17 9 20 19 16 10 10 4 5 17 10 22 5 12 13
Swe 4 21 15 8 19 14 19 5 19 18 11 17 18 0 10 5 16 13 20 22 13
Swi 18 12 13 19 23 15 11 23 5 20 19 14 15 4 24 13 18 24 17 1 21 15
Tur 17 10 1 14 5 1 9 15 19 8 17 12 12 2 18 17 10 7 7 13 2 8 10
UK 19 6 3 15 14 4 7 6 3 13 4 5 9 0 8 18 6 3 13 12 12 14 8 9
UsS 18 10 10 14 15 6 9 11 11 18 5 8 10 5 4 16 11 11 18 10 14 18 11 11




Table 4: Number of countries for which F-test does not reject inclusion in regression of bilateral exchange rates on bilateral productivity (differences)

Bel

Dnk Fin Fra Ger Gre Ice Irl Ita Jap Kor Mex Nth NzI Nor Prt Spa Swe Swi Tur UK US Avg

Can

Aut

Aus
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B e — g X oo =N o = = s 9 = o
553 88882 0_g 9903835 Nog 8&z2%5xM
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Table 5: Partner countries selected by trade>= 5% of GDP rule

Country Aus |Aut Bel Can |Dnk |[Fin Fra Ger Gre Ice Irl Ita Jap Kor |Mex [Nth Nzl Nor |[Prt Spa Swe |Swi Tur UK
Partners usS Ger |Fra us Ger |Rus* |Ger |Fra Ger |Dnk |Fra Fra UsS Jap usS Bel Jap Ger |Fra Fra Dnk |Fra Ger |Fra
Jap Ita Ger Swe |Ger Ita Ita Ita Ger Ger Ger usS Fra UK Swe |Ger Ger Ger Ger Ger
Ita UK  [Swe Nth UK  |Nth Ger |US UK Spa Nor |Ita us
Nth UK UK [N UK Ita [N UK UK |UK
UK usS UK UsS usS us
UsS US

* Data on Russia is not available, so results for bilateral pairs including Finland should be treated with caution



Table 6 DF-GLS unit root tests on bilateral real exchange rates*

Aus  Aut Bel Can Dnk Fin Fra Ger Grc Ice Irl Ita Jap Kor Mex  Nth Nzl Nor Prt Spa Swe  Swi Tur UK usS
Aus
Aut -2.93
Bel -3.40 -1.93
Can -1.86 -1.95 -2.82
Dnk =275 -1.73 -1.70 -2.71
Fin -2.04 244 231 -2.63 -2.05
Fra 2.69 -195 -1.75 -220 -1.69 -2.08
Ger -1.93 -1.84 -230 -2.62 -3.65 -1.80 -2.04
Gre -1.42 -146 -1.78 -2.10 -1.88 -1.89 -240 -2.13
Ice -0.80 -3.05 -144 -146 -1.15 -3.60 -3.14 -1.06 -1.78
Irl -2.65 -197 -2.62 -2.14 -195 -296 -2.54 -1.72 -2.03 -1.30
Ita -1.60 -2.84 -2.80 -3.00 -2.12 -235 -2.59 -2.06 -2.38 -191 -345
Jap 297 -2.15 -2.53 -3.81 -2.19 -273 -236 -2.30 -1.79 -3.21 -1.75 -1.97
Kor -1.09 -240 -2.09 -226 -2.15 -3.08 -230 -2.07 -249 -1.58 -2.17 -2.52 -1.49
Mex -1.83 -230 -2.83 -2.58 -2.71 -271 -2.67 -2.63 -3.16 -1.55 -242 -232 -340 -193
Nth -3.46 -2.13 -232 -2.16 -2.74 -1.72 -2.18 -2.52 -1.76 -097 -2.16 -2.22 -1.37 -2.05 -248
Nzl 225 -236 -1.65 -2.11 -127 -1.73 -146 -1.73 -1.73 -139 -1.51 -1.80 -1.68 -1.84 -2.27 -1.89
Nor -1.71 -2.19 -2.01 -3.19 -2.07 -2.80 -229 -2.06 -191 -3.53 -2.61 -257 -229 -232 -191 -1.82 -1.66
Prt -1.72 241 -1.86 -191 -2.06 -2.09 -2.19 -194 -260 -237 -3.07 -2.09 -2.80 -256 -248 -2.31 -2.18 -2.52
Spa -2.53 -3.74 -2.02 -3.43 -2.14 -417 -205 -226 -1.89 -1.77 -290 -226 -3.88 -2.31 -224 -196 -1.60 -3.54 -1.84
Swe -2.61 -1.76 -194 -3.73 -240 -1.76 -1.54 -3.12 -1.69 -1.18 -2.16 -1.59 -2.19 -221 -2.87 -2.84 -1.81 -198 -1.33 -2.00
Swi -3.25 -2.03 -2.07 -209 -1.83 -2.10 -1.56 -2.36 -1.72 -246 -1.86 -193 -2.00 -230 -225 -228 -237 -195 -249 -287 -1.88
Tur -3.09 -4.09 -438 -394 -397 -3.85 -453 -3.87 -486 -2.50 -451 -297 -396 -1.71 -3.55 -3.74 -3.16 -3.52 -4.08 -2.78 -3.78 -3.41
UK -197 -236 -2.88 -3.55 -2.02 -3.18 -2.73 -193 -330 -1.78 -2.05 -269 -2.00 -2.13 -226 -222 -1.73 -2.68 -3.53 -2.13 -1.90 -196 -3.01
usS -1.81 222 -2.62 -196 -2.62 -282 -242 -2.02 -341 -208 -2.32 -296 -223 -257 -2.52 -236 -2.16 -226 -2.83 -2.07 -276 -2.08 -3.18 -2.72

*GLS demeaning and detrending, c=-13.5, MAIC selection of lag length, test statistics significant at 5% level in bold



Table 7: DF-GLS unit root tests on productivity and bilateral relative productivity*

Aus Aut  Bel Can Dnk Fin Fra Ger Gre  Ice Irl Ita Jap Kor Mex Nth Nzl Nor Prt Spa Swe Swi  Tur UK US
Prod. [-1.818 -2.304 -2.278 -1.43 -2.317 -1.574 -2.493 -2.155 -2.584 -1.155 -2.908 -1.841 -1.698 -1.921 -2.026 -1.565 -1.772 -1.348 -1.769 -1.504 -1.56 -1.516 -1.437 -1.317 -2.175
Bilateral Prod.
Aus
Aut -1.21
Bel -143  -1.35
Can -2.00 -1.23 -1.37
Dnk -1.59 -135 -1.83 -1.79
Fin -1.54 -1.56 -2.83 -095 -2.84
Fra -1.33 -191 -253 -1.53 -1.63 -1.57
Ger -1.81 -2.02 -137 -1.60 -245 -1.38 -1.30
Gre -230 272 296 -1.85 -2.13 -1.72 -2.50 -2.15
Ice -1.97 -145 -2.66 -243 -2.74 -3.00 -1.59 -1.82 -1.57
Irl -1.63 -142 -148 -1.83 -191 -1.23 -1.69 -135 -227 -1.50
Ita -0.85 -1.53 -130 -1.68 -1.11 -230 -244 -220 -3.06 -2.96 -1.50
Jap -1.35 259 -1.60 -129 -127 -1.75 -1.87 -241 -297 -1.76 -131 -2.00
Kor -1.83 -2.86 -2.06 -1.79 -1.83 -1.54 -2.18 -1.42 -2.84 -142 -237 -195 -223
Mex -1.78 -2.53 -220 -1.56 -146 -225 -237 -285 -1.86 -1.86 -1.77 -2.77 -251 -1.83
Nth -1.69 -1.53 -1.59 -249 -199 -1.19 -134 -157 -197 -1.07 -1.64 -1.19 -1.60 -2.09 -191
Nzl -1.05 -193 -127 -132 -224 -1.77 -271 -134 -3.06 -197 -139 -244 -159 -198 -2.88 -1.17
Nor -098 -190 -2.63 -2.03 -4.05 -199 -135 -134 -1.59 -183 -1.76 -2.14 -1.60 -1.56 -1.94 -1.23 -3.22
Prt -147 -148 -2.16 -1.68 -2.19 -290 -247 -1.68 -2.10 -2.18 -1.13 -223 -132 -2.15 -195 -1.78 -2.73 -2.48
Spa -140 -224 -133 -1.76 -137 -129 -142 -202 -2.02 -1.81 -1.51 -1.77 -1.75 -2.67 -2.45 -137 -1.41 -123 -1.06
Swe -1.76 098 -240 -120 -2.16 -235 -1.10 -1.78 -196 -229 -121 -1.70 -1.57 -1.63 -2.01 -1.23 -130 -1.34 -222 -195
Swi -123 -175 -2.09 -1.07 -1.53 -228 -248 -1.70 -2.60 -244 -123 -1.73 -1.86 -1.63 -196 -1.28 -236 -249 -3.56 -1.63 -2.70
Tur -3.04 -149 -342 -224 -2.04 -1.74 -2.16 -146 -2.05 -232 -273 -144 -125 -1.70 -150 -1.87 -1.18 -1.68 -1.61 -1.64 -2.15 -1.38
UK -1.96 -2.19 -196 -236 -244 -1.66 -193 -180 -2.76 -1.76 -197 -1.18 -1.69 -124 -1.70 -2.08 -230 -1.79 -1.84 -2.07 -126 -1.37 -3.00
Us -125 -139 -135 -1.53 -1.76 -1.09 -1.10 -130 -2.09 -140 -2.06 -1.03 -136 -1.89 -1.63 -2.83 -1.54 -0.89 -160 -196 -2.03 -1.18 -3.17 -2.74

*GLS demeaning and detrending, c=-13.5, MAIC selection of lag length, test statistics significant at 5% level in bold



Table 8: ADF-GLS cointegration test - bilateral real exchange rates and bilateral productivity

Aus Aut Bel Can Dnk  Fin Fra Ger Grc Ice Irl Ita Jap Kor Mex  Nth Nzl Nor Prt Spa Swe  Swi Tur UK US
Aus
Aut -2.60
Bel -2.35 -2.13
Can -1.97 -2.50 -2.72
Dnk -2.17  -2.18 -2.69 -2.96
Fin -3.28 -2.78 227 -3.01 -246
Fra -2.58 -2.82 -255 -3.00 -2.76 -2.37
Ger -2.65 -2.55 245 -290 -291 -1.94 -4.00
Gre -2.64 -2.13 -239 -298 -3.00 -190 -331 -3.72
Ice -2.88 -3.52 -3.08 -1.84 -2.00 -3.08 -456 -5.75 -2.96
Irl -3.34 234 291 -2.51 -239 -334 -2.64 -231 -273 -330
Ita -2.53 -2.87 -3.54 -3.11 -293 -227 -296 -3.06 -2.67 -2.62 -3.59
Jap -3.00 -2.23 -221 -2.31 -2.50 -237 -231 -282 -1.79 -245 -2.12 -1.94
Kor 294 -433 -333 -225 -345 -528 -346 -359 -3.50 -223 -339 -359 -3.38
Mex -2.69 -2.19 -250 -2.59 -337 -231 -2.64 -3.62 -3.87 -193 -333 -191 -252 -234
Nth -3.20 -2.80 -2.68 -2.38 -3.01 -3.14 -3.88 -249 -3.09 -297 -233 -331 -241 -3.82 -2.55
Nzl 294 282 -1.76 -246 -2.69 -244 -2.18 -220 -2.66 -3.02 -224 -2.79 -258 -410 -328 -2.38
Nor -1.61 -297 -270 -2.63 -1.85 -3.07 -2.37 -2.75 -235 -237 -2.57 -325 -266 -3.64 -252 -2.80 -2.86
Prt -1.99 -221 -326 -2.16 -228 -2.15 -1.84 -3.05 -2.36 -207 -342 -255 -209 -295 -3.12 -2.51 -203 -2.33
Spa -3.23 -5.28 -360 -222 -312 -2.72 -223 -357 -191 -445 -243 -201 -390 -344 -2.16 -2.78 -418 -259 -1.68
Swe 296 -3.03 -235 -2.78 -2.80 -245 -292 -348 -4.09 -3.06 -2.06 -2.87 -231 -480 -259 -324 -2.81 -252 -1.86 -4.48
Swi -2.38 -2.30 -2.06 -2.11 -346 -240 -1.39 -228 -2.04 -1.65 -2.38 -1.88 -221 -4.68 -2.18 -2.34 -1.65 -2.17 -223 -4.02 -2.85
Tur -3.61 -3.83 -397 -397 -358 -3.62 -418 -450 -520 -280 -5.13 -365 -343 -240 -438 -397 418 -3.15 -451 -2.65 -415 -298
UK 242 236 -298 -4.65 -223 -321 -251 -2.68 -309 -335 -248 -288 ~-1.71 -3.78 -221 -240 -230 -2.61 -332 -237 -225 -209 -4.57
us -1.88 -221 -266 -1.85 -2.81 -287 -242 -249 -348 -2.17 -247 -2.88 -2.16 -293 -235 -247 -227 -231 -2.86 -2.10 -326 -2.08 -2.69 -3.35

*GLS demeaning and detrending, c=-13.5,

MALIC selection of lag length, test statistics significant at 5% level in bold



Table 9: ADF-GLS cointegration test - bilateral real exchange rates, bilateral productivity and third-country productivity

Aus Aut Bel Can Dnk  Fin Fra Ger Grc Ice Irl Ita Jap Kor Mex  Nth Nzl Nor Prt Spa Swe  Swi Tur UK US
Aus
Aut -2.58
Bel -2.93 -3.29
Can -2.64 -325 -273
Dnk -2.83 -2.77 -3.67 -2.51
Fin -3.10 -2.57 -386 -3.62 -2.90
Fra 274  -3.18 -2.78 -2.70 -2.19 -2.51
Ger -3.14 -3.69 -394 -2.04 -572 -333 -3.56
Gre -3.20 -2.80 -2.82 -2.77 -220 -3.44 -2.16 -2.20
Ice -2.69 -5.17 -4.07 -2.65 -4.15 -338 -5.58 -4.52 -4.38
Irl -2.55 -2.82 -334 -2.86 -295 -237 -248 -341 -234 -4.69
Tta =275 -2.19 -3.11 -327 -248 -2.60 -292 -326 -2.64 -3.67 -298
Jap -2.61 -2.66 -3.62 -2.52 -272 -2.57 -3.02 -296 -2.53 -373 -226 -221
Kor -2.36 -428 -3.05 -293 -597 -484 -441 -444 -577 -398 -3.59 -4.12 -3.16
Mex 295 -3.66 -3.18 -2.12 -6.10 -3.88 -3.77 -3.22 -324 -568 -336 -234 -3.03 -3.79
Nth 286 -222 -3.19 -230 -292 -320 -3.71 -3.69 -339 -450 -237 -2776 -225 -474 -2.73
Nzl -3.18 242 -256 -335 -301 -247 -2.05 -248 -297 -485 -2.69 -2.73 -261 -419 -3.11 -3.59
Nor -3.59 -338 -299 -2.02 -2.57 -229 -237 -295 -3.84 -3.09 -237 -2.62 -283 -3.64 -229 -327 -2.85
Prt -2.68 -4.74 -432 -297 -349 -220 -2.60 -480 -3.76 -632 -2.83 -241 -1.85 -3.55 -295 -232 -352 -2.87
Spa -3.69 -441 -345 -390 -398 -3.82 -426 -404 -225 -3.08 -3.80 -3.00 -4.15 -2.62 -4.00 -3.58 -3.84 -333 -321
Swe -2.59 231 -193 -244 240 -254 -383 -258 -3.62 -427 -354 -232 -272 -417 -235 -3.04 -245 -279 -2.54 -4.78
Swi -3.07 -4.09 -237 -436 -233 -2.60 -197 -265 -2.13 -366 -239 -221 -236 -463 -3.04 -3.07 -224 -295 -1.70 -231 -2.36
Tur -423 -446 -323 -401 -386 -3.37 -337 -3.19 -4.02 -387 -448 -293 -344 -287 -438 -3.68 -733 -3.03 -492 -235 -381 -290
UK -2.66 -2.85 -244 -254 -2.16 -2.87 -245 -229 -2.13 -3.73 -227 -227 -205 -376 -342 -183 -2.56 -3.19 -2.37 -2.64 -2.66 -2.09 -4.78
us -3.40 -2.83 -234 -221 -282 -261 -2.65 -234 -355 -3.14 -2.05 -2.86 -285 -6.17 -224 -228 -3.12 -382 -227 -241 -3.68 -2.11 -480 -221

*GLS demeaning and detrending, c=-13.5,

MALIC selection of lag length, test statistics significant at 5% level in bold



Table 10: Panel A. Models of the Japan-Germany real exchange rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: 1st dif In real ex.rate

OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const.  ]0.26 -11.82 0.26 -11.64 0.21 -13.45 -6.29 -12.83 0.26 -11.82 0.26 -11.64 0.24 -10.92 1.75 -9.95 0.03 0.03 0.03 0.03
T.19%*% 4 68%*%% (.25 4.22%%% D 3QAk 4 5pkkk F A]kwk F Qkk |5 QR 3.86%** 0.21 3.22%%% 16, 98%** 3 O4%**  ]5] 2.28%% |2.75%%*% 1,67 1.57 1.45
a bilat ]0.74 -0.42 0.66 -0.35 0.74 -0.42 -0.46 -0.82 -0.46 -0.50
15.43%%% D 37%:% 5.69%**  1.71* 13.35%%% D 50%* 0.89 2.15%* 1.96* 2.00%*
a_ger -0.75 0.44 0.51 0.42 -0.75 0.44 0.16 0.77 0.49 0.57
3.91%*% 1,94% 1.89* 1.72%* 3 37k*% D 34 0.27 1.68 1.83* 2.07**
a_jap 0.75 -0.37 0.08 -0.16 0.75 -0.37 -1.58 -1.11 -0.41 -0.22
7.43%%% 1,06 0.43 0.39 6.55%**% 1,14 1.31 1.15 1.21 0.45
oil 0.01 0.01 0.01 0.02 0.01 0.01 -0.05 -0.05 -0.03 -0.02
0.6 0.62 0.47 0.6 0.5 0.54 0.75 0.82 0.68 0.35
a_fra -0.54 -0.62 -0.69 -0.94 -0.54 -0.62 -0.65 -0.67 -0.86 -1.05
0.77 0.73 0.94 1.08 0.93 0.85 0.53 0.5 1.11 1.25
a us 1.45 1.43 1.55 1.56 1.45 1.43 1.57 1.54 1.35 1.38
2.7 1%k 2.64%* 2.9 #k* 2.9 #k* 3.45%%%* 3.3 Hk* 2.06%* 1.90% 2.69%* 2.72% %%
a_uk 0.57 0.61 0.52 0.57 0.57 0.61 0.53 0.73 -0.59 -0.59
1.14 1.11 0.96 1.03 1.24 13 0.47 0.56 0.87 0.87
a ita 1.02 0.99 0.81 0.65 1.02 0.99 0.85 0.81 0.36 0.18
2.17%* 1.92% 1.55 1.11 2.35%:* 2.42%* 0.93 0.82 0.64 0.29
a_nth -1.42 -1.42 -0.96 -0.93 -1.42 -1.42 -0.07 -0.12 -0.03 -0.03
3.97%%* 3.92%%* 2.45%%* 2.35%* 4,39%%% 4,34%%% 0.09 0.15 0.07 0.07
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsg-adj. [0.83 0.94 0.82 0.93 0.44 0.85 0.19 0.84 N.A. N.A. N.A. N.A. 0.84 0.94 0.84 0.93 0.05 0.11 0.04 0.1

Absolute value of t statistics in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



Table 10: Panel B. Models of the UK-Germany real exchang

e rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: 1st dif In real ex.rate

OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const. -0.18 0.00 -0.73 0.28 -0.21 -0.92 1.65 1.84 -0.18 0.00 -0.73 0.28 -0.16 -0.23 0.27 0.36 0.00 0.02 0.03 0.03
7.32%%% () 1.12 0.08 2.17%* 0.31 0.67 0.54 6.00%** 0 0.94 0.06 5.79*** (.05 0.3 0.08 0.45 1.13 2.28%%* 1.85*
a_bilat ]0.34 0.09 -0.14 -0.21 0.34 0.09 -0.10 -0.20 -0.21 -0.25
3.15%%% 03 0.68 0.84 2.10%* 0.31 0.19 0.32 0.89 1
a_ger -0.38 -0.18 0.19 0.13 -0.38 -0.18 -0.26 0.08 0.05 0.09
3.23%%*% (5] 0.88 0.53 2.16%*  0.55 0.43 0.11 0.23 0.36
a_uk 0.43 -0.27 -0.37 -1.37 0.43 -0.27 -1.94 -1.23 -1.30 -1.72
2.81%*%*% (.33 1.11 2.23%%* 1.95% 0.31 1.52 0.67 2.85%%% D JOHAk
oil 0.01 0.01 0.05 0.03 0.01 0.01 -0.02 -0.06 0.05 0.02
0.3 0.24 1.34 0.72 0.24 0.21 0.19 0.57 1.43 0.62
a_fra -1.64 -1.73 0.12 0.31 -1.64 -1.73 0.80 -0.01 -0.16 -0.11
1.66 1.70* 0.17 0.46 1.79* 1.76* 0.41 0 0.23 0.16
a_us 0.69 0.95 0.05 0.34 0.69 0.95 0.30 0.05 -0.16 0.23
1.1 1.14 0.11 0.72 0.92 0.98 0.25 0.04 0.35 0.51
a_ita 1.07 1.21 -0.20 -0.04 1.07 1.21 0.48 0.46 -0.37 -0.25
1.5 1.55 0.37 0.08 1.62 1.58 0.33 0.3 0.69 0.49
a_nth -0.17 -0.06 0.09 0.41 -0.17 -0.06 -0.37 -0.11 0.17 0.59
0.34 0.11 0.22 0.99 0.27 0.09 0.34 0.09 0.43 1.45
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsg-adj. [0.15 0.15 0.15 0.13 0.02 -0.05 0.01 0.01 0.16 0.23 0.15 0.23 0 -0.04 0.11 0.08

Absolute value of t statistics in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



Table 10: Panel C. Models of the US-Germany real exchange rate

Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: 1st dif In real ex.rate
OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const. -0.14 5.30 7.51 1.99 0.12 4.26 4.82 1.69 -0.14 5.30 7.51 1.99 -0.12 4.15 7.42 3.18 -0.01 0.03 -0.01 0.03
2.70%%*%  1.68% 8.00*** (.55 0.67 1.33 1.97* 0.48 2.59%: 1.14 6.30%** .36 2.20%%* 0.95 6.41%%*% (.62 0.59 1.55 0.44 1.34
a_bilat ]0.76 -0.27 -0.06 -0.13 0.76 -0.27 -0.13 -0.33 -0.18 -0.20
420%** 0,77 0.25 0.52 5.03***  0.95 0.16 0.62 0.73 0.77
a_ger -0.24 0.60 -0.04 0.46 -0.24 0.60 -0.08 0.73 0.19 0.49
1.80* 1.54 0.17 1.48 1.27 1.45 0.11 0.95 0.64 1.57
a_us -0.47 1.18 -0.41 0.81 -0.47 1.18 0.03 0.67 -0.17 0.63
2.44*%* 128 1.22 1.35 1.72* 1.04 0.02 0.49 0.35 1.09
oil -0.08 -0.08 0.01 0.02 -0.08 -0.08 -0.06 -0.06 0.01 0.02
2.15%%* 2.16%* 0.16 0.41 1.58 1.56 0.54 0.54 0.13 0.35
a_fra -0.45 -0.91 -0.15 -0.33 -0.45 -0.91 0.84 0.69 -0.57 -0.66
0.41 0.81 0.18 0.39 0.49 0.79 0.4 0.31 0.65 0.77
a uk 0.27 -0.72 -0.35 -0.99 0.27 -0.72 -0.13 0.17 -1.08 -1.57
0.38 0.79 0.53 1.35 043 0.85 0.07 0.08 1.48 2.02%
a_ita 0.01 0.01 -0.26 -0.45 0.01 0.01 0.05 -0.24 -0.50 -0.63
0.01 0.01 0.39 0.69 0.01 0.01 0.03 0.14 0.76 0.97
a_nth -0.31 -0.37 0.34 0.29 -0.31 -0.37 0.20 -0.01 0.62 0.55
0.5 0.62 0.67 0.59 0.4 0.47 0.17 0 1.19 1.08
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsg-adj. [0.25 0.72 0.68 0.73 -0.01 0.05 0.05 0.08 0.36 0.79 0.73 0.77 -0.01 0.01 -0.03 0.05

Absolute value of t statistics in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



Table 10: Panel D. Models of the UK-Japan real exchange rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: In real ex. rate

Dep var: 1st dif In real ex.rate

OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const. |-0.31 7.88 8.37 0.21 -0.29 12.54 9.99 9.13 -0.31 7.88 8.37 0.21 -0.32 432 6.04 -7.49 -0.03 -0.01 0.01 0.00
10.24%** 2. 45%%  4.49%%* (.06 3.89%kk 3 2%kk 342Kk D O8F* 6.70%**  225%%  2.03%** (.07 11.83***  0.84 2.71%%*% 1.26 1.6 0.3 0.27 0.01
a_bilat ]0.62 0.68 0.57 0.12 0.62 0.68 -1.91 -1.09 -0.42 -0.22
13.48***  1.92% 5.36%%*%  0.29 11.91%**  2.20%* 1.54 0.8 1.03 0.48
a_jap -0.11 -1.65 0.00 -0.62 -0.11 -1.65 0.47 0.35 0.14 -0.11
0.99 3.76%** 0.01 1.28 0.72 4.04%** 0.34 0.26 0.33 0.19
a_uk -0.71 -1.41 -0.98 -0.66 -0.71 -1.41 -2.09 -2.16 -1.51 -0.82
2.46**  1.96* 2.17** 095 1.66 2.23%* 1.54 1.38 2.22%*  1.02
oil -0.03 -0.06 0.03 0.00 -0.03 -0.06 0.02 0.05 0.05 0.04
0.91 1.80* 0.54 0.07 0.69 1.76* 0.2 0.52 1.03 0.64
a_fra 1.41 3.47 0.81 1.77 1.41 3.47 1.16 1.33 0.78 1.27
1.86* 3.70%** 1.16 1.95* 2.11%* 3.71%** 0.62 0.75 0.97 1.31
a_us -1.85976 -0.02231 -1.49413 -0.93665 -1.85976 -0.022309 -1.616601 -0.5587 -1.33984 -1.117988
3.39%** 0.03 2.79%** 1.42 4.17%** 0.04 1.36 0.53 2.26%* 1.74*
a_ger -0.27 -0.48 -0.49 -0.44 -0.27 -0.48 -0.43 -0.34 -0.53 -0.45
0.95 1.77* 1.65 1.52 0.8 1.53 0.58 0.53 1.61 1.31
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsg-adj. [0.78 0.85 0.85 0.88 0.35 0.5 0.56 0.58 0.83 0.84 0.85 0.88 0 0.12 0.06 0.12
Table 10: Panel E. Models of the US-Japan real exchange rate
Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: 1st dif In real ex.rate
OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const.  |-0.61 -0.35 18.20 19.54 -0.19 -0.25 14.22 14.15 -0.61 -0.35 18.20 19.54 -0.59 -0.42 18.88 22.70 -0.04 -0.04 -0.01 -0.01
9.97***  1.80* 7.07%** 8 1T7*** 10.58 0.64 4A3¥xx 433%kk T DRk 1.13 4.87***  545%%k 110.02%**  2.03%* 6.05%**  708%k* 1235%%  248%*  0.35 0.53
a_bilat |1.00 0.94 0.49 0.45 1.00 0.94 -0.85 -0.84 -0.28 -0.31
15.97***  11.86%** 2.06%* 1.80%* 13.91%**  873%** 0.64 0.6 0.82 0.93
a_jap -0.08 0.06 -0.23 -0.24 -0.08 0.06 0.37 0.41 -0.06 0.00
0.62 0.49 1.27 1.28 0.47 0.38 0.25 0.29 0.15 0
a_us -1.61 -1.85 -1.11 -1.10 -1.61 -1.85 -1.54 -1.10 -1.01 -0.98
4.48¥¥*  5.46%*F* 2.49%%  2.43%* 3.16%Fk 3 79%** 1.37 1 1.99% 1.93*
oil -0.08 -0.11 0.04 0.02 -0.08 -0.11 0.05 0.02 0.06 0.05
1.41 3. 2]k 0.73 0.51 0.92 2.62%* 0.34 0.22 1.22 0.97
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsg-adj. [0.84 0.84 0.92 0.93 0.08 0.04 0.65 0.61 0.85 0.85 0.92 0.93 -0.01 0 0.05 0.04

Absolute value of't statistics in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



Table 10: Panel F. Models of the US-UK real exchange rate

Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: In real ex. rate Dep var: 1st dif In real ex.rate
OLS Prais-Winston OLS, Newey-West std. errors Dynamic OLS (1 lag) OLS
Const.  |-1.46 2.37 7.79 4.53 0.21 3.68 6.74 3.65 -1.46 2.37 7.79 4.53 -1.87 1.41 7.83 5.15 -0.01 0.00 -0.02 0.00
4.60%**  F[7R*x 7 ST DA46** (0.9 3.78%**  4.69%**  ].82% 4.68*** 2.79%** 7. 04%%* D D5H* 5.32%** 1.46 6.56*** 1.97* 1.07 0.03 1.13 0.25
a bilat ]4.43 0.73 0.18 0.30 4.43 0.73 0.81 0.46 0.07 0.23
5.45%** 1.23 0.36 0.61 5.66%** 1.19 0.57 0.59 0.14 0.48
a_uk -0.45 -0.86 -0.54 -0.30 -0.45 -0.86 0.29 1.48 0.13 0.11
0.68 1.44 1.11 0.52 0.64 1.33 0.24 1.25 0.22 0.16
a us -0.28 041 -0.09 0.31 -0.28 0.41 0.14 0.89 0.16 0.38
0.39 0.65 0.16 0.58 0.36 0.6 0.16 1.07 0.32 0.72
oil -0.08 -0.09 -0.03 -0.03 -0.08 -0.09 -0.07 -0.01 -0.02 -0.01
3.20%** 3.46%** 0.86 0.8 1.88* 2.15%* 0.93 0.2 0.43 0.22
a_ger 0.79 0.58 0.45 0.45 0.79 0.58 0.76 0.65 0.37 0.36
5.00%** 2.60%** 1.99* 1.90* 4.62%** 2.30%** 1.46 1.28 1.37 1.3
a_fra -1.01 -0.55 -0.79 -0.80 -1.01 -0.55 0.24 0.23 -0.71 -0.89
7.23%** 1.43 3.68%** 1.96* 7.58%** 1.36 0.18 0.17 1.33
Obs 51 51 51 51 51 51 51 51 51 51 51 51 49 49 49 49 50 50 50 50
Rsqg-adj. [0.36 0.83 0.76 0.83 0.05 0.51 0.4 0.5 0.42 0.84 0.8 0.87 -0.02 -0.01 -0.04 -0.01

Absolute value of t statistics in parentheses
* significant at 10%; ** significant at 5%; *** significant at 1%



Table 11a: Ratio of RMSE from regressing log real ex. rate on log bilateral productivity to RMSE of random walk

Aus  Aut Bel Can Dnk Fin Fra Ger Gre Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe  Swi Tur UK UsS
Aus
Aut 1.46
Bel 1.32 274
Can 1.58 1.54 1.44
Dnk 1.26 2.04 1.54 1.40
Fin 1.76  1.15 137 152 133
Fra 124 123 150 136 094 1.12
Ger 1.04 283 148 127 232 136 1.17
Grce 1.23 1.44 1.19 1.56 1.16 1.74 0.89 1.77
Ice 149 088 1.02 139 1.07 096 079 098 1.17
Irl 1.34 159 191 .11 199 143 138 1.63 1.17 1.23
Ita 1.60 172 226 134 196 123 169 173 148 096 1.52
Jap 1.82 1.06 1.68 1.61 1.45 1.17 1.28 1.47 1.11 0.96 1.13 1.13
Kor 1.07 087 0.87 101 088 092 092 1.03 1.10 0.82 1.11 1.02 1.01
Mex 141 116 107 126 136 122 104 089 100 1.02 1.13 1.07 1.17 1.15
Nth 1.13 1.11 1.56 1.27 1.12 1.66 1.10 1.19 1.40 1.38 1.78 1.83 1.11 1.05 1.19
Nzl 1.05 3.11 1.67 1.37 2.13 1.31 1.62 1.51 1.25 1.04 1.76 223 1.67 0.86 1.13 1.30
Nor 1.58 093 136 131 132 106 103 1.18 133 099 097 110 120 082 138 133 1.27
Prt 213 194 170 181 239 1.80 131 1.18 124 098 217 171 133 1.04 087 294 202 154
Spa 1.62 129 152 159 163 129 125 194 174 105 18 179 106 084 143 147 211 092 2.00
Swe 125 194 126 127 158 156 152 1.08 142 1.09 156 238 1.70 085 1.14 120 124 137 261 232
Swi 1.38 148 213 161 227 132 155 296 159 122 196 167 125 08 1.74 125 267 198 239 121 182
Tur 1.31 122 102 133 117 116 1.11 120 131 1.03 131 122 125 094 115 126 1.17 123 1.14 127 1.04 1.25
UK .75 148 176 148 185 1.55 149 158 129 1.18 1.17 150 1.15 082 1.16 2.02 163 125 208 170 1838 176 1.20
UsS 2.17 1.65 1.63 2.11 1.78 1.63 1.53 1.56 1.55 1.38 1.27 1.33 1.49  0.90 1.22 1.97 1.61 1.40 1.68 1.77 1.69 1.91 1.34 1.41




Table 11b: Ratio of RMSE from regressing log real ex. rate on log bilateral productivity and log third-country productivity to RMSE of random walk

Aus  Aut Bel Can Dnk Fin Fra Ger Gre Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe  Swi Tur UK UsS
Aus
Aut 1.00
Bel 1.06  1.40
Can 0.96 1.14 1.22
Dnk 0.93 1.11 0.96 1.07
Fin 095 084 1.13 1.12 095
Fra 095 1.05 121 .11 0.85 0.99
Ger 090 127 126 1.11 099 120 1.0l
Grce 0.98 1.20 0.95 1.17 1.09 1.45 0.87 1.04
Ice 0.77 069 0.63 085 0.80 0.85 063 0.67 0.63
Irl 090 127 160 103 143 105 132 150 1.07 0.86
Ita 095 138 1.77 095 133 0091 1.54 169 143 0.78 1.03
Jap 1.14  0.81 1.07 1.12 1.03 0.84 0.98 0.99 0.88 0.87 0.87 0.95
Kor 0.77 076 0.73 073 075 079 076 0.71 071 0.64 064 074 0.82
Mex 1.14 085 083 123 079 09 087 0.79 080 0.73 078 094 1.04 0.5
Nth 084 094 140 101 09 099 096 1.08 1.18 065 1.12 1.11 084 071 0.81
Nzl 098 1.09 083 116 070 1.03 08 099 093 0.67 143 162 090 076 093 122
Nor 098 091 1.13 107 113 089 1.00 1.06 1.13 091 073 076 099 0.74 096 091 0.96
Prt 097 1.00 097 109 083 125 1.01 094 08 071 1.16 149 085 068 0.75 101 092 1.03
Spa .12 099 121 1.12 083 092 1.01 1.21 140 073 123 122 09 073 1.04 105 120 078 133
Swe 0.89 084 078 1.14 083 107 089 082 08 080 125 140 103 072 082 083 073 104 1.06 0.77
Swi 0.77 076 1.53 1.01 1.02 067 114 1.19 127 070 092 1.03 079 076 0.88 088 095 088 121 095 0.89
Tur 092 094 086 1.11 1.12 1.11 094 096 091 088 095 1.03 1.09 08 098 095 085 1.14 096 1.10 1.02 1.04
UK 1.19 144 154 123 152 149 147 148 114 100 1.12 138 1.00 074 097 138 140 106 133 146 160 136 1.08
UsS 120 138 137 201 141 137 137 129 122 098 103 120 136 077 122 122 137 116 112 135 149 132 120 1.11




Table 12: A. Ratio of absolute value of mean percent error in model without third country productivity to absolute value of mean percent error in model with third country prod.

Aus  Aut Bel Can Dnk Fin Fra Ger  Gre Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe Swi  Tur UK UsS
Aus
Aut 4.25
Bel 0.75 0.28
Can 029 1.60 0.8
Dnk 024 229 028 037
Fin 390 348 044 025 120
Fra 142 113 037 972 118 1.58
Ger 120 292 7.84 304 076 072 197
Gre 082 116 388 1.17 588 10.6 092 16.8
Ice 044 070 1.64 132 872 1.14 044 085 237
Irl 305 528 027 001 1.88 034 221 094 072 029
Ita 1.09 983 0.69 0.08 193 1.69 148 060 129 148 0.13
Jap 1.87 210 038 200 145 041 029 380 359 206 094 1.20
Kor .16 189 326 049 947 173 023 115 1456 0.56 1083 232 0.39
Mex 044 499 153 078 086 344 561 041 322 052 38 136 046 179
Nth 1.09 18 130 332 981 135 085 163 116 209 058 2.84 230 140 3.19
Nzl .13 083 229 371 415 650 131 426 103 073 091 234 178 074 0.02 0.94
Nor 253 114 145 067 051 0.1 255 310 197 099 082 0.65 040 049 0.75 123 238
Prt 163 199 053 129 175 028 0.18 245 319 051 255 154 456 625 082 296 100 121
Spa 036 910 127 020 331 800 109 301 0.12 147 142 100 175 1.09 0.07 156 875 020 134
Swe 053 094 395 310 1.06 137 289 094 322 127 554 337 038 006 077 0.12 112 540 133 148
Swi 123 120 149 135 485 0.80 107 641 532 217 203 395 211 043 6.69 038 308 444 159 007 153
Tur 050 143 279 134 120 020 144 117 085 042 340 075 695 077 088 342 146 228 038 1.01 039 120
UK .01 068 0.65 073 153 1.09 194 213 517 081 220 129 2.04 063 217 100 348 181 219 896 291 150 0.64
UsS 076 123 097 127 048 030 557 065 162 121 153 041 1.84 023 128 153 061 062 149 849 090 1.80 3.18 1.13




Table 12: B. Ratio of absolute value of mean percent error in model without third country productivity to absolute value of mean percent error in model with third country prod.

Aus  Aut Bel Can Dnk Fin Fra Ger  Gre Ice Irl Ita Jap Kor Mex Nth Nzl Nor  Prt Spa Swe Swi  Tur UK UsS
Aus
Aut 0.79
Bel 0.66 1.80
Can 212 094 0.89
Dnk 066 1.06 1.62 1.05
Fin 1.00 095 096 087 135
Fra 069 090 092 088 094 0.87
Ger 069 226 098 079 125 115 082
Gre 073 099 1.07 110 1.00 131 088 1.06
Ice 087 062 053 094 1.03 049 054 074 1.14
Irl 083 112 1.18 077 074 0.83 083 120 0.82 1.01
Ita .13 156 125 090 125 120 1.1l 119 1.07 0.87 1.08
Jap 124 087 092 120 085 1.01 094 138 1.15 0.85 1.01 1.08
Kor 066 068 0.64 1.13 059 079 061 065 0.74 099 1.00 0.88 1.02
Mex 096 1.14 094 094 114 1.03 104 08 099 0.8 091 1.01 1.15 096
Nth 063 088 092 099 077 127 073 086 1.07 104 080 135 096 086 1.08
Nzl 093 202 142 1.17 145 145 138 076 118 064 1.04 144 136 084 1.07 083
Nor .12 058 1.01 105 09 084 064 065 076 0.78 063 1.11 096 099 1.19 0.73 0.66
Prt 1.04 128 0.87 084 1.69 099 068 077 094 075 122 105 116 115 099 171 088 1.18
Spa 077 110 1.17 094 1.17 1.04 107 147 087 094 117 189 097 094 123 107 144 080 1.25
Swe 095 1.08 1.1l 093 125 1.14 102 0% 125 061 075 087 106 063 097 1.09 158 095 120 146
Swi 08 145 136 1.16 128 1.14 122 250 115 131 121 147 104 071 148 073 160 132 172 121 140
Tur 058 09 085 099 099 08 08 087 1.08 102 163 100 079 071 099 1.17 072 1.09 071 1.19 0.68 0.89
UK 092 127 128 101 095 106 102 104 093 080 087 1.13 098 1.04 1.09 124 109 08 133 130 082 1.14 0.77
UsS 130 1.10 1.03 096 111 099 091 097 113 096 079 09 1.13 123 09 140 122 096 1.09 132 095 1.10 1.03 1.04




Table 13: Summary statistics of comparisons of forecast errors for different models at different horizons

Forecast horizon 1 year ahead 2 years ahead 5 years ahead

Numerator Denominator Variable Percent. bias RMSE [Percent. bias RMSE |Percent. bias RMSE

OLS regression of log real ex. rate on log OLS regression of log real ex. rate on log average ratio 5.12 1.03 4.07 091 52 0.81
bilateral productivity bilateral productivity & 3rd country prod. % of cases where ratio > 1 64 50 55 30 47 20
OLS regression of log real ex. rate on log random walk average ratio 6.64 1.62 4.25 1.28 3.03 1.18
bilateral productivity % of cases where ratio > 1 79 97 70 77 56 63
OLS regression of log real ex. rate on log random walk average ratio 3.82 1.6 3.37 1.44 3.27 1.56
bilateral productivity & 3rd country prod. % of cases where ratio > 1 71 98 62 89 61 91




