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DEFINITE QUADRATIC FORMS SUBJECT TO CONSTRAINTS
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1. Conditions for a Matrix to be Positive Definite

Let A denote a real symmetric matrix of order n. Let ¢ denote a
subvector (ij,....iy) of the vector of integers (1,...,n), ordered so that
i, < iy<---<i,. Where the order r of o is not clear from the context, we
write o,. Let S, denote the set of subvectors o of order r; S, contains ,C,
elements. For 7=0,....,n — 1, let A, denote the matrix formed from the
rows and columns of A which are not contained in o;; i.e., the matrix
formed by deleting the rows and columns in o, The determinant |A, | is
termed an (n — r)th order principal minor of A.
We assume the following basic matrix results to be known:

(1) Associated with the symmetric matrix A are n (not necessarily
distinct) real characteristic values, given by the roots of the polynomial

PA)=|A—-Adj.
(2) The characteristic polynomial has the expansion
PA)=(—=A)" + kuy(=A)" 7+ -+ Ki(=2) + ko,

where

kJ' = 2 ,AUJ'I

o’,‘ESf

is the sum of the (n — j)th order principal minors of A.
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(3) There exists a matrix T such that T'T =1 and T'AT = D, where D is
a diagonal matrix whose diagonal elements are the characteristic values
of A.

(4) The determinant of a matrix equals the product of its characteristic
values, and the determinant of a product of matrices equals the product
of the determinants.

(5) If A is positive definite (i.e'._, x'x = 1 implies x’Ax> 0), then A, is
positive definite for each o

(6) A is positive definite if and only if all the characteristic values of A
are positive.

The following result relates positive definiteness to properties of the
principal minors.

Lemma 1. The following conditions are equivalent:

(i) A is positive definite.

(ii) All principal minors of A are positive; i.e., |A;]>0 for all
cg€S, r=0,..,n—1.

(iii) The sum of the principle minors of order n—r is positive for
r=0,.,n-1;ie., 2es |As]>0.

(iv) For each r=0,..,.n—1, |A;|Z0 and for at least one o €S,
|A.| > 0.

(v) There exists at least one nested sequence of positive principal
minors: i.e., there exist oo C o C - C o, such that |A,,]>0.

Proof: The equivalence of (i) and (i) follows from the basic matrix
results (4), (5), and (6). Clearly, (ii) implies (iv) implies (i) and (i)
implies (v). The proof is completed by showing (iii) implies (i) and (v)
implies (i).

Suppose (iii) holds. Then, the coefficient k, in the characteristic
polynomial |[A—All=(-A)"+ kyo(—=A)"'+ -+ ko equals E,,esn_,.lA,I.
Since the characteristic values of A are all real and the k,_; are all
positive, Descarte’s rule of signs implies the roots are all positive. Basic
result (6) then implies (i).

Suppose (v) holds. We shall show that (i) holds by induction on the
order of the matrix n. The result holds trivially for n = 1. Suppose that it
has been proved for matrices of order up through n -1, and consider a
matrix A of order n with property (v). Assume without loss of generality
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that the rows and columns of A have been permuted so that the nested
sequence of positive minors is formed by successively deleting the first
(remaining) row and column of |A|. Write A as a partitioned matrix

_[anja
A [a :'A,] ’

where a’ = (@j2,...,a1.) and o = (1). Expanding |A| about elements of the
first row and the first column yields

lAI = alllAa, + 22 (- l)iali 22 (- 1)i_10f|,Ag|,
= j=

where |AZ] is the minor formed from |A,| by deleting row i and column j.
Since |A,| # 0, A,' exists and its ijth element is (A = (= D)7|ALNA.
Hence,

|A| = an|A.| — |Asla’AL .

Since (v) implies (i) for matrices of order n —1, A, is positive definite,
implying A;' positive definite. Now consider a vector (xo.x’) with x' of
order n — 1, x3+x'x = 1, and consider the quadratic form

X
Q = (x0.X)A (xo) = x2a,, + 2xpa'x + XA X.

Using the expression obtained above to eliminate ay,
Q = x}A[/|A,| + x3a’A  a + 2xoa’' AT A x + X'AL A ALX
= x3A|/|A,| + (xoa + Asx) A (x0a + AgX).
Since A;' is positive definite, the second term in Q is non-negative, and
is positive if xo = 0, while the first term is non-negative and is positive if

xo# 0. Hence Q >0 and A is positive definite. By induction, (v) implies
(1. Q.E.D.

An example shows that it is essential that the positive principal minors
in condition (v) of the lemma be nested. The matrix

1 0 0
0 -1 0
0 0 -1

is not positive definite, but has a positive principal minor of each order.
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2. Conditions for a Matrix to be Positive Definite Subject to Constraint

Let A denote a real symmetric matrix of order n, and B denote a real
m xn matrix of rank m, with m <n. We say A is positive definite
subject to constraint B if x'x = 1 and Bx = 0 implies x’Ax > 0.

Lemma 2. A is positive definite subject to constraint B if and only
if there exists A¢=0 such that A+ AB'B is positive definite for
A = Ag. (Note: This lemma does not require that B be of full rank.)

Proof: Suppose A+ ABB is positive definite. Then x'x =1 implies
x(A+ABB)x>0. If Bx=0, then xX¥Ax>0 and A is positive definite

subject to constraint B.
Suppose there exists a sequence A, -+ such that A + A,B'B fails to

be positive definite; i.e., there exists x, such that xix; =1 and x;(A+
A:B'B)x; =0. The x; have a subsequence converging to x,. Since x}Ax;
is bounded, xiB'Bx; =0, and A, — +«, we have lim; Bx; = Bx, =0 and
X4AX, = lim sup — A.x;{B'Bx, =0. But Bx, =0 and x;Ax, =0 imply A is
not positive definite subject to constraint B. Q.E.D.

In examining conditions for A to be positive definite subject to
constraint B, we shall utilize the symmetric n + m bordered matrix

The relevance of this matrix is established by the following argument: A
necessary and sufficient condition for A to be positive definite subject to
constraint B is that one have a positive solution to

Min{x’Ax|x'x = 1 and Bx = 0}. (1)
The following lemma establishes that the solution of (1) can be found by
examining the critical points of the Lagrangian

=3x'Ax+3A(] - x'x) + p'Bx. (2)

Lemma 3. If x solves (1), then there exist p and A such that
A = x'Ax, and

AEER
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Conversely, for any A solving

A—AI_*B<| =0, IZN)
there exists x, p such that x'x =1, (3) holds, and x’Ax = A.

Proof: We give a proof of this lemma involving only elementary
matrix manipulations. A shorter and more elegant proof could alter-
nately be given by first making an orthogonal change of basis.'

We solve (1) by elimination of the constraint. By hypothesis, B is of
rank m and can be partitioned

B = [Bl BZ] ’

where B, is m X m and non-singular and B; is m X (n —m). Partition x
and A commensurately,

r=(x! X _[An i_-f’_*_l_z_]
x=(x}; x5) and A [Am ]
If Bx=Bx, +Bx,=0, then x= -B'Bx, and xix;+xx=

xa[Iz + B5(B}) '(B)) 'Bylx;. Let Cy=[I;+ B4B,B;) 'B,]""” and z,= Cz'xy.
Then x'x = z5z,. Also,

X' Ax = ZJCo[B4(B)'A;B1'B, — Bi(B)) A2 — A»BT'By + Ax]Cozo.
The minimum of this expression subject to x'x = ziz; = 1 is attained for a

characteristic vector 2, of this matrix giving its minimum characteristic
value A. Then

C.[B4(B)'A1B7'B; — B4(B) 'Aiz — AnBi'Br + A)Co: = A2y,
or

BB 'ABT'B;— Bi(B))'Aj — AnBT'Br + Axlk:
= A[L + B5(B:B) "Byl

where %, = C;Z,. For the above value of A, we wish to show that there
exists a p such that (3) is satisfied. A solution must satisfy

Ak, + Alziz + Bip = AX,
Anky+ Apx:+Bp= AX;. (&)

"There exists an orthogonal n X n matrix S such that B=BS ={I. :0n-m], where 1, is the
identity matrix and 0,_,, is an m X (n —m) matrix of zeroes. Let A= SAS’. Then, it is
straightforward to establish Lemma 3 for the problem of minimizing x’Ax subject to x'x =1
and Bx =0, and then to show that (3} and (4) are invariant under an orthogonal change of

bias. This argument was suggested by S. Cosslett.
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Solving for p from the first set of equations yields

p= (Bi)—l[/\ X1 — ApXi— Apks)
=®B)7'[- AB7 Bk, + AnB7T'Bak: — Akl

Substituting this expression into the second set of equations,

Aok + Ank; + Bip — Ay = — Ay BT Boky + Anko — ABYB)) 'B7'B:x;
+B5(B1) 'AnBi Bk, — BB Ak, — Ak,
= —A[I+ By(B:B) 'B:[%
+[B4(B!)'ABT'B,— AxB7'B;
—Bi(B) A+ Anlk =0,

by the characteristic value property. Hence, the system (5) has a
consistent solution for p. Premultiplying the last equation by X;, and
noting that %51+ B3(B{B,) 'B,ix,=1 and X, = — B;'B;x;, we obtain A =
%'AX%. Hence, (3) holds.

Suppose A is a root of the polynomial (4). Then equation (3) holds for
some x and p not both identically zero. If x=0, one has Bp=0,
contradicting the assumption that B is of rank m. Hence x#0 and we
can normalize x'x = 1. Then x’(Ax + B’p) = Ax'x and Bx = 0 implies X'Ax =
Ax'x=A. Q.E.D.

As before, let o be a subvector of (1,...,n), and A, be the matrix
formed from the rows and columns of A not contained in o. For the
m X n matrix B, let B, be the submatrix formed by deleting columns from
o. Hence, if o = o, contains r elements, then A, is a square matrix of
order n —r and B, is m X (n — r). The following result relates positive
definiteness subject to constraint to properties of the principal minors.

Lemma 4. If A is an n Xn symmetric matrix and B is an m Xn
matrix of rank m < n, then the following conditions are equivalent:

(i) A is positive definite subject to constraint B.
(ii) For r=0,....n —m,

. < A B
SRV R e

(iii) For r=0,...,n —m, and o €S,,

_éq-i_Eéi =0,

with strict inequality holding for at least one o €S8..
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(iv) There exists at least one nested sequence of principle minors of
order 2m through n +m formed by deleting symmetric rows and
columns from the first n rows and columns, which have the sign of
(—D™; i.e., there exist 6o C o1 C - COn-m such that

Further, note that (iv) implies ]B,,n_ml?—‘O, while if (i) holds and
IB,,_.|# 0 for some 0n-m, then any nested sequence starting from
on-m satisfies (iv).

Proof: We first show that (i) and (i) are equivalent. By Lemma 3, (1)
holds if and only if the roots of the polynomial in (4) are all positive.
Expand this polynomial in powers of (—A),

n+m

—AL|B .
|A"'"""f'i;- = 2 k(=) (6)
! i=0

The argument below establishes that
ki=0 for j>n-—-m,

and

B, 70
A term in a full expansion of the determinant (6) is the product of n —1
clements from the northwest submatrix, | elements from each of the
northeast and southwest submatrices, and m —1 elements from the
southeast submatrix. This term can be non-zero only if m—1=0,
implying at most n —m elements are taken from the northwest sub-
matrix. Hence, k; =0 for j >n —m. Consider the collection of all terms
in a full expansion of (6) which contribute to k; for some j =n —m. Each
such term is the product of factors (—A) taken from diagonal elements of
the northwest submatrix in (6), corresponding to columns in o;; multi-
plied by a term in the expansion of the determinant formed by deleting
the o; rows and columns from (6); i.e., a term in the expansion of

for j=En—m.
oES;

A

.............

as was to be demonstrated.
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For o € Si-m,
A, i By m? .Eé..’-é._. 2

Since B is of rank m, |B,| # 0 for some o €S,_,., implying (= )"k, > 0.
By Descartes’ rule of signs, the roots of the polynomial (6), which are
real since the matrix is symmetric, are all positive if and only if the
coefficients ko,...,k,-m are of uniform sign. Hence, (i) and (i) are
equivalent.

It is trivial that (iii) implies (ii). We next show that (i) implies (iii). If A
is positive definite subject to constraint B, then for any o €S,, r=
0,...,n —m, A, is positive definite subject to constraint B,. (This can be
seen by setting the components of x outside of & equal to zero in the
definition x'x = 1, Bx = 0 implies x’Ax>0.) By Lemma 2, A, + AB;B, is
positive definite for A sufficiently large. Further, if B, is of rank m, then
by Lemma 3,

A, | AB; | 10
Co = 1B, 101 2™ B T BT
Then
C.E, = IAO + AB,B, ; ﬁ?a|’

IE,]=1 and |C,||E,|=|CoEqs|=(~=1)"|A, + AB:B.]|.

Consider the limit

e e |Ae i By |
lim A™" (= 1D)"|Co| = lim (=D == = C D"

A=+

.............

Since (—1)"|C,| >0, one obtains in the limit
A, | B;
(—=1D)" | { 7

Further, if B, is of rank m, the inequality in (7) is strict. Since B, must be
of full rank for some ¢ € S,, this establishes that (iii) holds.
Next we show that (i) and (iv) are equivalent. Suppose (iv) holds.



A.1: Definite Quadratic Forms 373

Then for ¢ = 0 p-m>

m|As | Bo
0<(=D B*o{ =B, %,

implying B.B, positive definite. Hence, for A sufficiently large, A, __+
AB, B, _ is positive definite, implying the existence of a nested
sequence of positive principle minors of A, + B, __B., __ . Further, (iv)
implies the existence of a nested sequence o, C ' & Tn-m> such that for
oc=o0,r=0,.,n—m,

> 0. (8)

Since limy.. (—A)™|C,| equals the left-hand side of (8), we conclude that
for A sufficiently large, (—1)"|Co|=|Ac +AB;B,| is positive for r=
0,....n —m. Hence, since (A+AB'B), = A, + AB!B,, we have established
the existence of a full nested sequence of positive principal minors of
A+ABB. By Lemma 1, A+ABB is then positive definite, and by
Lemma 2, condition (i) holds.

Next suppose (i) holds, and choose or-» such that |B,,_,.| #0. (This
can be done since B is of rank m.) Choose any o, such that goC 01 C
ce+ C @nm for r=0,.,n —m —1. The proof above that (i) implies (iii)
establishes that

for r =0,...,n — m. Hence, (iv) holds.
The note at the end of the lemma follows from the fact that

H ’
AO‘,,._,,., l: Ba’n—m

PRV k.U SO oy

Bo, ., |

U"_m

-n" {1=Bo,_.[%

and from the construction used to establish that (i) implies (iii) and (iv).
Q.E.D.



